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Introduction & Background



Motivation

In finance many hard problems are tackled with models (e.g. fraud,
pricing, credit scoring, trading, planning etc.)

Practitioners often have a lot of domain (causal) knowledge

Regulation is quite strict in requiring model stakeholders to
understand and “own” their models

Machine Learning models (e.g. Neural Networks) do not easily allow
knowledge integration nor interpretation

Causal Injection into Neural Networks

Introducing causality into neural networks not only makes them more
robust and reliable, but it is also a step towards their interpretability.
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Formal Set-up

Let X1, . . . ,Xd be the set of input features and Y be the
target feature within a regression or classification setting

fY : X −→ Y

Causal Structure is a DAG G = ⟨V ,E ⟩ (Pearl 2009)
V = {Y ,X1, . . . ,Xd} the set of vertices

E ⊆ V × V the set of edges

vi = fi (pai , ui )

vi is a value for Vi ∈ V with parents Pai having values pai

fi any function

ui representing the errors due to omitted factors
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Background
Causal Structure Learning (CASTLE by Kyono, Zhang and
Schaar 2020) use a causal discovery method to regularise
neural networks

A joint neural network learns the causal DAG underpinning the
data as an adjacency matrix while predicting / reconstructing
every feature

Issue is: CASTLE prefers using parents to children and
siblings, but it is not guaranteed to do so.

Can we make sure a neural network complies with a given DAG?
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Synthetic Data Example
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Figure 1: (a) Example DAG from Kyono, Zhang and Schaar 2020.
(b) Adjacency Matrix produced by CASTLE when fitted to the synthetic
data produced following the DAG to the left.
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Algorithm 1 - Inject Causal Knowledge



The Intuition
Objective: have the network use only the relationships
contained in the DAG i.e. predict each of the features using
only its parents.

Figure 2: Enforce acyclicity and threshold on CASTLE adjacency matrix:
Eτ (W) = {(i , k)|wik > wki ∧ wik > τ}
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Joint Network Structure
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Algorithm 1 - Limitations & Opportunities

It requires a complete DAG (covering all variables considered
in the problem and the data)

Full causal DAG is rare and often impractical to build

We propose a second algorithm that involves Subject Matter
Experts (SMEs) providing their input
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Algorithm 2 - Refine & Inject DAG:
A Credit Risk Case Study



FICO/HELOC dataset

Public credit risk dataset from a challenge on explainable ML
(FICO 2017).

10k observation and 24 features.

Target Y is the RiskPerformance metric: whether a debtor
has always paid their dues for the two years after being
granted a loan.

Features include the usual ones e.g. credit score, payment
history, search history etc.
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Starting Point - CASTLE
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Explore Different DAGs

Threshold τ

CASTLE

0.723

405 edges

0.006

66 edges

0.722

Figure 4: Change in accuracy and number of edges in the DAG when
changing the threshold τ . Eτ (W) = {(i , k)|wik > wki ∧ wik > τ}
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Initial Refinement - τ = 0.006
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Build DAG Bottom up - τ = 0.012
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Conclusion



Conclusion

We showed:

how to introduce causal representation guarantees by making
a neural network adhere to an input causal DAG

that causal injection can drastically reduce the amount of
weights in a network while

maintaining comparable performance

improving robustness and interpretability
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Thank You

Questions?
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